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Abstract  
 Maintaining attention to a task is essential for accomplishing it. However, attentional 
state fluctuates moment to moment and task-irrelevant information may compete for processing. 
What are the consequences of attentional fluctuations for what we remember? Do fluctuations in 
sustained attention vary the spotlight of selective attention, prioritizing task-relevant at the 
expense of task-irrelevant information? Or, are increases in sustained attentional state akin to a 
floodlight, enhancing processing of all information, regardless of task-relevance? In an online 
sample of 215 adults, participants were presented simultaneous streams of images and sounds 
and instructed to make responses based on only one modality. Afterwards, recognition memory 
for both images and sounds was tested. Across individuals, we found no evidence of a tradeoff 
between memory for task-relevant and task-irrelevant items. Within individuals, successful 
memory for a task-relevant item predicted successful memory for its task-irrelevant pair. Thus, 
the spotlight metaphor of attention does not extend to the dynamics of sustained attention. 
Rather, fluctuations in attention are more akin to a floodlight, affecting processing of all task 
information, regardless of relevance. 
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Significance Statement 
 Selective attention is commonly characterized as a metaphorical “spotlight,” enhancing 
information at the focus of attention and filtering irrelevant information. However, it is not clear 
whether this spotlight metaphor extends to sustained attentional state, which fluctuates over time 
even as selective attention is deployed. We examine behavioral signatures of sustained attention 
and their consequences for memory and find no evidence of a tradeoff, such that task-relevant 
items are not remembered at the expense of task-irrelevant items. Instead, we find that better 
memory for a task-relevant item predicts better memory for its task-irrelevant pair. These results 
call into question the generalizability of a spotlight metaphor of attention. Instead, they suggest 
that sustained attention can act as a flickering floodlight, enhancing memory for information 
encountered in engaged attentional states—whether or not it is relevant to a task at hand. 
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Introduction  
 

While daily tasks like commuting to work require selectively attending goal-relevant 
information from multiple perceptual modalities, our ability to do so fluctuates over time 
(Esterman et al., 2013). Previous work using visual stimuli demonstrates that the attentional state 
in which task-relevant information is encountered affects how it is processed and whether it is 
later remembered (deBettencourt et al., 2018; Decker et al., 2022; Wakeland-Hart et al., 2022). 
When accomplishing tasks, however, relevant information is often accompanied by information 
irrelevant to the task at hand. What is the fate of task-irrelevant information that is presented 
during moments of engaged sustained attention? To test this, we use a novel auditory-visual 
continuous performance task (avCPT) in which participants are presented simultaneous task-
relevant and task-irrelevant information in separate auditory and visual perceptual modalities. 
We first validate the avCPT by testing whether sustained attention to auditory and visual 
information is related within-individuals and can be indexed by behavioral signatures. Next, we 
investigate how sustained attentional state during encoding affects memory for task-relevant and 
task-irrelevant images and sounds. Do moments of high sustained attention sharpen selective 
attention’s spotlight, prioritizing task-relevant information at the expense of task-irrelevant 
information? Or do high sustained attentional states broaden processing like a floodlight, 
increasing processing of all information regardless of task-relevance? The present study aims to 
characterize sustained attentional state and its influence on subsequent memory judgements as a 
function of perceptual modality and task-relevance. 

 
Visual and auditory attention share common mechanisms 

We use the avCPT to investigate consequences of attentional fluctuations for recognition 
memory. Previous studies of auditory and visual sustained attention find that sustained attention 
ability, measured using continuous performance tasks (CPTs), is positively related within-
individuals across visual and auditory perceptual modalities (Seli et al., 2011; Terashima et al., 
2020). Thus, the ability to maintain attention to stimuli from separate modalities seems to rely, at 
least partially, on some shared mechanism or process. Further, interference from auditory 
processing during a visual task suggests that attending auditory and visual stimuli relies on a 
common mechanism (Parmentier et al., 2008; although see Mandal et al., 2022). Neuroimaging 
studies also point to shared, modality-general neural mechanisms of sustained attention. Studies 
using electroencephalography demonstrate an event-related potential component—the P300 or 
P3—is responsive to the detection of infrequent targets during auditory and visual oddball tasks 
(Linden et al., 1999; Katayama & Polich, 1999). The P300 response reflects a positive increase 
in activity over parietal areas, and its presence in both auditory and visual oddballs suggests that 
target-detection in these modalities may involve a shared neural response. Functional MRI 
studies find further evidence that activity in the parietal lobe, particularly in the supramarginal 
gyrus and inferior parietal lobule as well as in areas of the frontal lobe, increases in response to 
visual and auditory infrequent targets (Stevens et al., 2000). Common neural mechanisms 
subserving vigilant attention make it possible to test the effects of sustained attention state when 
information is presented across perceptual modalities. 

 



Reaction time measures continuously track visual sustained attention 

 Classically, sustained attention was measured using vigilance tasks such as the 
Mackworth clock task (Mackworth, 1948), which asked participants to report rare, unusually 
large movements of clock hands occurring irregularly over long periods (0.5-2 hours). More 
recent CPTs require participants to attend to repetitive information and report deviations with the 
press of a button (X-CPTs). CPTs are often designed such that the task of discriminating whether 
a stimulus reflects a deviation from the frequent category is not a perceptually demanding one. 
Rather, failure to detect a deviation can be attributed to lapses in sustained attention. However, 
these tasks provide limited sampling of attentional state by requiring responses to rare targets 
only. This paradigm has been inverted to require responses to frequent stimuli and response 
inhibitions to rare targets (not-X CPTs; Robertson et al., 1997; Rosenberg et al., 2013). The 
frequent-response paradigm provides nearly-continuous behavioral insight into attentional state. 
Work measuring sustained attention to images has found that attention lapses are preceded by 
moments of faster and more variable reaction times (RTs; deBettencourt et al., 2018; Decker et 
al., 2022; Esterman et al., 2013; Rosenberg et al., 2013; Yamashita et al., 2021; Wakeland-Hart 
et al., 2022). Here, we test whether RT measures predict trial-to-trial sustained attention 
performance to both images and sounds.  
 
Better memory for images encountered in high attentional state 

How does sustained attentional state at encoding affect later memory? Previous work 
found that images encountered in moments of high sustained attention (indexed by slower or 
less-variable RTs) are better recognized (deBettencourt et al., 2018; Decker et al., 2022; 
Wakeland-Hart et al., 2022). Does sustained attentional state similarly affect memory for 
sounds? Further, if images and sounds are presented simultaneously, does an engaged attentional 
state enhance the spotlight nature of selective attention, processing the task-relevant stimulus 
while filtering the task-irrelevant one? Or, are moments of high sustained attention more 
analogous to a floodlight, increasing processing for all information, including information 
outside of selective attention’s spotlight?  

Selective attention is indeed well-characterized by a spotlight analogy, such that stimuli 
in the focus of attention are processed and prioritized over stimuli outside the spotlight or 
irrelevant stimuli (Norman, 1968; Posner et al. 1980). However, it is less clear how fluctuations 
in sustained attentional state affect selection. Do increases in sustained attentional state enhance 
filtering, resulting in lower memory for irrelevant stimuli? Alternatively, increased attentional 
capacity afforded by increases in sustained attentional state may lead to enhanced processing and 
memory of irrelevant stimuli. Evidence for this alternative comes from work by Esterman et al., 
(2014) which showed increased processing of irrelevant distractor images during successful “in-
the-zone” relative to unsuccessful “out-of-the zone” sustained attentional states.  

Another related framework comes from perceptual load theory which posits that task-
irrelevant stimulus processing during selective attention tasks varies as a function of perceptual 
task load (Lavie, 1995). Under this theory, spare attentional capacity from conditions of low 
perceptual load may allow for greater processing of task-irrelevant information resulting in 
memory for irrelevant stimuli (Lavie et al., 2009). Conditions of high perceptual load, however, 
resulted in lower processing and poor explicit memory for irrelevant stimuli (Butler & Klein, 
2009; Rees et al. 1999). Importantly, careful methodology demonstrates that irrelevant stimuli 
are indeed processed and remembered (Butler & Klein, 2009; Hutmacher & Kuhbandner, 2020; 



Kuhbandner et al., 2017; Ruz et al., 2005a; Ruz et al., 2005b). These results suggest that the 
mnemonic fate of irrelevant stimuli is related to the amount of processing during encoding. Here, 
we ask how memory for irrelevant stimuli changes when that processing varies not as a function 
of task load itself, but instead as a function of fluctuating sustained attentional state throughout 
the task. 

The present study compares sustained attention and its consequences for recognition 
memory across auditory and visual perceptual modalities. We present results from a continuous 
performance task during which participants are presented with sounds and images 
simultaneously but are instructed to make a response based on one modality, ignoring the other. 
Following the task, we tested memory for a subset of the task-relevant and task-irrelevant images 
and sounds. Results demonstrate that sustained attention performance and rate of RT speeding 
are trait-like within individuals. Additionally, while both pre-trial RT speed and variability 
predict upcoming lapses in sustained attention for both visual and auditory stimuli, RT variance 
predicts recognition memory for images only. Finally, we find support for a floodlight view of 
attentional state, such that stimulus pairs are remembered or forgotten together, regardless of 
task-relevance.  
 
Open Practices Statement 
Data, experiment code, and analysis code are publicly accessible at https://osf.io/mjy7a/. This 
study was not preregistered. 
 
Methods 
 
Data collection and exclusion criteria 

 Data were collected following protocols approved by the University of Chicago 
institutional review board. Participants were recruited via the online platform Prolific 
(www.prolific.co) to participate in a study that took place in two parts. Sessions were completed 
on separate days (mean time between sessions=5.91 days, SD=6.05 days), with each session 
lasting approximately 28.2 minutes (SD=10.4 minutes). Participants who completed session one 
were invited to return for a second session via Prolific messaging at least 24 hours after the 
initial session. Participants were compensated $9.75/hour for their time and received a $2 bonus 
for completing both study sessions. Experimental code was written using jsPsych (de Leeuw, 
2015) and implemented via PsiTurk (v3.2.1; Eargle et al., 2020; Gureckis et al., 2016).  

227 participants completed at least one online session (192 completed a visual session, 
179 completed an auditory session). Participants who responded to fewer than half of all avCPT 
trials or who failed an attention check were not included in analyses (5 participants excluded in 
the visual session, 3 participants excluded in the auditory session). Additional participants were 
excluded from analyses if performance on the avCPT (A’) was more than 2.5 SD below group 
mean task performance (6 excluded in the visual condition, 9 excluded in the auditory condition) 
or if participants were shown repeat stimuli due to experimenter error (4 excluded in the visual 
condition, 24 excluded in the auditory condition). The final sample included 215 participants 
(ages 18-35, 111 females, 103 males, 1 chose not to respond) in total: 177 participants in the 
visual condition, 143 participants in the auditory condition, and 105 participants who completed 
both sessions of the experiment. Of these 105 participants, 49 completed the auditory task and 56 
completed the visual task in session one. 



Counterbalancing of stimulus presentation by task-relevant modality order and stimulus 
frequency resulted in 8 possible conditions. We aimed for a sample of 104 participants (13 per 
condition) who completed both sessions. However, due to participant drop-out between sessions, 
data collection continued until at least 13 participants completed each condition, resulting in 
some conditions containing more than 13 participants. A power analysis confirms that the final 
sample is greater than the minimal sample size required to achieve sufficient power (1-b=0.8) 
and significance level (a=.05) for a multiple linear model with a fixed effect of attentional state 
(preceding RT slope=.18; Wakeland-Hart et al., 2022) on memory, i.e., 46 participants.  

 
Auditory-visual continuous performance task 

 To measure sustained attention performance in both auditory and visual domains, 
participants performed an auditory-visual continuous performance task (avCPT; Figure 1). 
During the task, images and sounds were presented simultaneously for 1000 ms, followed by a 
200 ms inter-trial interval. Participants were instructed to respond to either images or sounds. 
They were told that the stimuli in the task-irrelevant modality would not be important for the 
task, but that computer volume should remain on and eyes should remain open to receive 
compensation.  

The task-relevant modality was counterbalanced across sessions, such that participants 
were randomly assigned to either the auditory or visual condition during session 1 and the 
opposite condition during session 2. To familiarize participants with the task, a 20-trial practice 
task was provided at the start of each session, followed by performance feedback. Participants 
then completed the full 10-minute task (500 trials). After the avCPT, as an attention check, 
participants were asked to indicate the types of stimuli they were presented throughout the task 
(e.g., indoor and outdoor scenes) in a multiple-choice format. 

Both auditory and visual stimuli contained a frequent category (indoor or outdoor scene 
images for visual stimuli, natural or manmade sounds for auditory stimuli) that was presented on 
90% of trials. Infrequent category stimuli were presented on the remaining 10% of trials. During 
the auditory session, participants were instructed to respond to sounds and ignore the images. 
During the visual session, participants were instructed to respond to images and ignore the 
sounds. Participants were told to press the spacebar for every stimulus in the frequent category of 
the task-relevant modality and withhold a button press for infrequent category stimuli. Each 
stimulus presentation contained a black fixation dot which turned gray when the spacebar was 
pressed to indicate a response had been made. Frequent and infrequent categories were 
counterbalanced between sessions such that frequent categories during session 1 served as 
infrequent categories during session 2. Additionally, stimuli were trial-unique across both 
sessions, such that no image or sound was repeated across either session. 
 
Stimulus set creation 

Visual stimuli were naturalistic scene images drawn from the SUN397 image database 
(Xiao et al., 2010). Images belonged to one of two scene categories—indoor or outdoor scenes. 
To create a rich and diverse image stimulus set, images were drawn from 50 sub-categories for 
both indoor (e.g., auditorium, kitchen) and outdoor (e.g., gazebo, skatepark) categories. Scene 
images were cropped to be square. Images were excluded if they included human figures, 
unusual borders, obvious photograph enhancement or editing, or category ambiguity (i.e., did not 



clearly belong to either the indoor or outdoor category). The resulting visual stimulus set 
included 1,481 indoor images and 1,420 outdoor images. 
 Auditory stimuli were drawn from online datasets for sounds (Animal.memozee.com; 
ESC-50 [Piczak, 2015]; Findsounds.com; Freesoundeffects.com; Google Audioset; Mixkit.co; 
Zapsplat.com) and curated to belong to one of two categories—natural or manmade. The natural 
category consisted of 21 experimenter-determined subcategories (e.g., dogs barking, water 
flowing) while the manmade category was made up of 35 subcategories (e.g., musical 
instruments, car revving). Sound clips were cropped to be 1000 ms in length. Sounds were 
curated to be unique from other sounds, non-human, and easily distinguishable as natural or 
manmade. 600 natural and 605 manmade sounds were included in the final auditory stimulus set. 
 For stimuli to be trial-unique across sessions, a minimum of 593 stimuli were required 
per modality (auditory and visual) and category (natural/manmade, indoor/outdoor). This number 
corresponds to the number of stimuli required when a category was the frequent category (450 
CPT trials, 50 memory foil images), stimuli for when the category was the infrequent category 
(50 CPT trials, 25 memory foil images), and an additional 20 stimuli (18 when the category was 
frequent and 2 when the category was infrequent) for a 20-trial practice CPT at the start of both 
sessions. Visual stimuli were curated from a large existing database and, therefore, as many 
images as possible were used from the image categories selected. Auditory stimuli were curated 
by hand so stimulus collection stopped when enough unique sounds were found. As a result, 
there is an imbalance in the probability that an individual was presented with any given stimulus 
between visual and auditory stimulus sets. We do not expect this imbalance to affect current 
results. However, stimulus culling could be performed to balance presentation probability for 
future studies. 
 
Recognition memory task 

Following the avCPT, participants were tested for recognition memory of the stimuli 
presented. Recognition for stimuli in the task-relevant modality (i.e., visual or auditory) was 
tested first, followed by recognition for the task-irrelevant modality. The memory tasks for task-
relevant and irrelevant stimuli included 150 trials each (75 old, 75 new). For each task, memory 
stimuli consisted of 25 old (i.e., previously seen/heard) stimuli from the frequent category, 25 old 
stimuli from the infrequent category, 25 stimuli that had been paired with the infrequent category 
of the opposite modality (always from the frequent category of the modality being tested), and 75 
foil stimuli.  

Participants reported confidence in their recognition memory on a scale from 1-4 
(1=definitely new, 2=maybe new, 3=maybe old, 4=definitely old). The memory task was self-
paced such that trials ended after a memory judgment was made. However, memory trials timed-
out if no response was made within 20 seconds to prevent participants from pausing the task and 
resuming after an extended period of time. Timed-out trials were not included in analyses. 
Images remained on the screen until a memory judgment was made. Sounds were presented at 
the onset of the trial and participants were able to replay sounds as many times as needed before 
making a memory judgment. 
 
Questionnaires 

 After consenting to participate in each session, participants also completed two surveys, 
the Positive and Negative Affect Schedule (PANAS; Watson et al., 1988) and 10-item Perceived 



Stress Scale (PSS-10; Cohen & Williamson, 1988). The PANAS asks participants to report their 
mood in the current moment by rating a series of 10 positive and 10 negative affect items on a 
five-point scale ranging from “very little or not at all” to “extremely.” PANAS results reflect 
both positive and negative affect state-level scores for each participant. The PSS survey 
quantifies trait-level stress and asks about participants’ thoughts and experiences over the month 
prior to completing the survey. Finally, to measure potential changes in affect following the task, 
participants completed a second, identical PANAS survey at the end of each session. These data 
are not analyzed here. 

 
 

 
 

Figure 1. Participants were invited to complete two online behavioral sessions, each consisting 
of an audio-visual continuous performance task followed by a recognition memory task. During 
the avCPT, participants were randomly assigned to respond to auditory stimuli during session 1 
and visual stimuli during session 2 or vice versa. Participants were then tested on recognition 
memory for both task-relevant and irrelevant stimuli presented during the avCPT using a 4-point 
scale.  
 
 
Analysis 
 
 Overall avCPT performance in each session was quantified using the signal detection 
theory measure of sensitivity, A’, calculated using the following formula (Grier, 1971): 

 

𝑖𝑓	ℎ𝑖𝑡 > 𝑓𝑎, 𝐴′	 =
1
2 +

(ℎ𝑖𝑡 − 𝑓𝑎) ∗ (1 + ℎ𝑖𝑡 − 𝑓𝑎)
4 ∗ ℎ𝑖𝑡 ∗ (1 − 𝑓𝑎) 		 

𝑖𝑓	𝑓𝑎 > ℎ𝑖𝑡, 𝐴′	 =
1
2 −

(𝑓𝑎 − ℎ𝑖𝑡) ∗ (1 + 𝑓𝑎 − ℎ𝑖𝑡)
4 ∗ 𝑓𝑎 ∗ (1 − ℎ𝑖𝑡) 	 

 
A’ provides a non-parametric measure of sensitivity that can be compared against chance-level 
performance, where chance is 0.5. The change in sustained attention over the course of the 
avCPT in each session, or the vigilance decrement, was measured as the linear slope of the RT 



time course across a session. This measure quantifies RT speeding over the CPT, indicating the 
extent to which pressing became faster and less deliberate.  

Higher-frequency changes in sustained attentional state were characterized using two RT 
measures: RT speed (deBettencourt et al., 2018) and variance (Esterman et al., 2013). RT speed 
was calculated over three preceding correct frequent-category trials, with faster RTs indicating 
more automatic, less deliberate, and less attentive responses. If any of the three preceding trials 
was a commission or omission error, that trial was not included in the calculation of the average 
pre-trial RT and RT variance. In some cases, this led to the pre-trial RT measures being 
calculated as the average of two preceding trials or a single trial. However, reanalysis of the data 
using only trials with three preceding correct frequent-category trials confirmed that effects are 
largely unaffected by this analytical decision. Model results from this alternative analysis are 
included in Supplementary Table 1. 

 RT variance was calculated from each session’s variance time course (VTC; Rosenberg 
et al., 2013; Esterman et al., 2013) values of the three preceding correct frequent-category trials. 
The VTC is calculated as the absolute difference of each RT from the median RT divided by the 
standard deviation of the RT time course. Only RTs from correct, frequent-category trials were 
used to calculate the VTC. It quantifies periods of low RT variability, indicating “in-the-zone” 
attentional states and periods of highly-variable, “out-of-the-zone” attentional states. Both 
measures were calculated using the detrended RT time course for correct presses to account for 
linear drift in RT over each run.  

Recognition memory for old stimuli was tested using a confidence rating from 1 to 4. In 
line with previous work, memory was considered correct when participants reported a stimulus 
was “definitely old” (i.e., a rating of 4; Decker et al., 2022; deBettencourt et al., 2018; 
Wakeland-Hart et al., 2022). For new stimuli, a report that the stimulus was “definitely old” was 
considered incorrect, while any other response was considered correct. Overall performance on 
the recognition memory tasks was also measured as sensitivity, or A’.  

For all correlation analyses, Spearman’s rank correlation values are used to minimize 
potential effects of outliers in the data. Statistical models were constructed using the lme4 
package in R (Bates et al., 2015). For analyses comparing individual differences between 
auditory and visual sessions, the sample (N=105) of participants who completed both sessions is 
used. For all other analyses, full samples (visual N=177; auditory N=143) are used to maximize 
power. 
 

 
Results 
 
CPT performance and attention signatures are consistent across perceptual modalities 

We first tested whether the avCPT is a valid test of sustained attention and can therefore 
be used to explore the consequences of sustained attention on memory across perceptual 
modalities. Demonstrating compliance, mean avCPT A’ was significantly above chance for both 
auditory (M=.885, SD=.056, 95% CI [.876, .894], t(142)= 82.83, p<.001, Cohen’s d=6.93) and 
visual (M=.938, SD=.039, 95% CI [.933, .944], t(176)= 147.99, p<.001, Cohen’s d=11.12) task 
sessions (Figure 2a). Although these values are inflated based on exclusion criteria requiring 
participants’ avCPT A’ values fall within 2.5 SD from mean performance, mean avCPT A’ 
values were still above-chance prior to removal of low-performing participants (Auditory: 
M=.869, SD=.085, 95% CI [.857, .882], t(175)=57.20, p<.001; Visual: M=.931, SD=.053, 95% 



CI [.923, .939], t(186)=110.27, p<.001). We next tested within-task reliability by correlating A’ 
on odd and even trials within auditory and visual sessions in participants who completed both 
sessions. Performance was reliable in both auditory (Spearman’s rho=.738, p<.001) and visual 
(Spearman’s rho=.683, p<.001) sessions. A linear model revealed that avCPT performance was 
higher during visual sessions (b=.055, SE=4.31*10-3, p<.001), even after controlling for session 
number which did not predict avCPT performance in this model (b=-4.79*10-3, SE=4.40*10-3, 
p=.278). Hit rates on the avCPT were high for both auditory (M=.938, SD=.055, 95% CI [.929, 
.948]) and visual (M=.990, SD=.022, 95% CI [.987, .994]) sessions and false alarm rates were 
within the typical range for both auditory (M=.336, SD=.145, 95% CI [.312, .360]) and visual 
(M=.229, SD=.139, 95% CI [.208, .249]) sessions, based on previous work (Esterman et al., 
2013; Rosenberg et al., 2013). 

Next, to test whether sustained attention performance was consistent between auditory 
and visual sessions, we calculated the Spearman’s rank correlation of A’ values between sessions 
across participants. For all participants who completed both sessions (n=105), auditory and 
visual A’ was significantly related (Spearman’s rho=.494, p<.001; Figure 2b), aligning with 
prior work suggesting that sustained attention ability is consistent across auditory and visual 
modalities (Seli et al., 2011; Terashima et al., 2020). Hit rates (Spearman’s rho=.282, p=3.56*10-

3) and false alarm rates (Spearman’s rho=.468, p<.001) were significantly correlated between 
sessions, suggesting that pressing tendency is consistent within individuals.   

We finally tested whether participants’ vigilance decrement during the avCPT was 
related between auditory and visual sessions. Vigilance decrement was quantified as the slope of 
the RT time course over each avCPT session. RT time course slopes were positively related 
(Spearman’s rho=.232, p=.017) such that individuals with a smaller decrement in the visual run 
were likely to have a smaller decrement in the auditory run. This suggests that individuals’ 
decreases in sustained attention is trait-like, regardless of sensory modality. However, vigilance 
decrements were not related to overall A’ in auditory (Spearman’s rho=.124, p=.141) or visual 
(Spearman’s rho=-.038, p=.613) runs, suggesting that the rate of RT speeding is not reflective of 
overall performance. 

 
 



Figure 2. CPT performance was (A) above chance (0.5) and (B) related across participants for 
auditory and visual runs. ***p<.001. 
 
 
RT measures predict lapses in sustained attention  

While these results suggest that aspects of overall sustained attention performance are 
stable, we know that attentional state fluctuates within an individual over time and is reliably 
indexed by transient changes in RT during visual CPTs (Esterman et al., 2013; deBettencourt et 
al., 2018; Decker et al., 2022; Rosenberg et al., 2013; Wakeland-Hart et al., 2022). Do these 
indicators of attentional state predict lapses during both auditory and visual CPTs? We tested 
whether RT speed and variance during the three trials preceding infrequent stimuli predicted 
correctly withheld responses. RT speed was calculated from the linearly detrended RT time 
course using the three trials preceding infrequent, task-relevant stimuli. RT variance was 
calculated using the unsmoothed VTC for these three preceding trials. On average, within-
subject pre-trial RT speed and variance were positively but not perfectly correlated in auditory 
sessions (mean Spearman’s rho=.097, SD=.233, 95% CI [.058, .135]) and visual sessions (mean 
Spearman’s rho=.247, SD=.231, 95% CI [.213, .281]), suggesting they are not redundant and 
thus may explain unique variance in sustained attentional state. For both auditory and visual 
sessions, we constructed a model of performance on infrequent, task-relevant CPT stimuli with 
fixed effects for RT, RT variance, and their interaction, allowing intercept to vary by subject. 
The fixed effects of RT and RT variance are visualized in Figure 3.  

Replicating previous work in the visual domain (deBettencourt et al., 2018; Wakeland-
Hart et al., 2022), RT during the three trials preceding infrequent, task-relevant stimuli predicted 
whether a response was correctly withheld in both visual (b=.513, SE=.038, p<.001) and 
auditory (b=.147, SE=.036, p<.001) sessions, such that lapses were preceded by faster reaction 
times in both. RT variance also predicted correctly withheld presses in both visual (b=-.238, 
SE=.030, p<.001) and auditory (b=-.172, SE=.027, p<.001) runs, with lower variance preceding 
correctly withheld responses and higher variance preceding lapses. The interaction of pre-trial 
RT speed and variance was significant in visual sessions (b=-.065, SE=.020, p=1.01*10-3) but 
not auditory sessions (b=-.016, SE=.021, p=.430). In combination, these results demonstrate that 
behavioral signatures of sustained attention previously characterized in visual CPTs explain 
unique variance in both visual and auditory sustained attention performance. 



 

 
Figure 3. Fixed effects of pre-trial RT speed (A) and variance (B) on CPT performance from a 
mixed effects model. This model included predictors for pre-trial RT, pre-trial RT variance, and 
their interaction, as well as a random intercept term for individual subjects. Slower and less 
variable RTs were related to better performance on infrequent avCPT trials. Shaded areas reflect 
95% confidence intervals. ***p<.001. 
 
No evidence of a memory tradeoff for relevant and irrelevant items  

We next evaluated recognition memory performance for task-relevant and task-irrelevant 
stimuli in both sessions. Mean performance (A’) on the memory task was above-chance for 
images and sounds, regardless of whether stimuli belonged to the task-relevant modality 
(Auditory M=.604, SD=.095, 95% CI [.588, .620], t(140)=12.98, p<.001, Cohen’s d=1.09; 
Visual M=.695, SD=.085, 95% CI [.682, .707], t(172)=30.05, p<.001, Cohen’s d=2.28) or the 
task-irrelevant modality (Auditory M=.557, SD=.099, 95% CI [.542, .572], t(170)=7.52, p<.001, 
Cohen’s d=.58; Visual M=.602, SD=.108, 95% CI [.584, .621], t(134)=10.96, p<.001, Cohen’s 
d=.94) of a session (Figure 4a). Hit rates and false alarm rates for task-relevant and task-
irrelevant stimuli are visualized in Supplementary Figure 1. 

Recognition memory performance for task-relevant stimuli was not significantly related 
across perceptual modality in participants who completed both sessions (Spearman’s rho=.163, 
p=.100; Figure 4b). However, memory performance for task-relevant and task-irrelevant sounds 
(Spearman’s rho=.319, p=1.31*10-3) and task-relevant and task-irrelevant images (Spearman’s 
rho=.276, p=5.94*10-3) was positively related. This suggests that the ability to remember stimuli 
from a perceptual modality is consistent, regardless of whether the modality is task-relevant or 
not. To assess the reliability of memory A’, we calculated the split-half reliability of memory 
performance within task-relevant modality by correlating A’ between even and odd trials for both 
auditory and visual memory performance. Memory performance was reliable for both visual 
(Spearman’s rho=.424, p<.001) and auditory sessions (Spearman’s rho=.264, p=7.04*10-3). 
However, the correlation coefficient of memory performance across modalities approaches the 
auditory within-task reliability, which provides a theoretical ceiling for possible relationships 



with other measures. Therefore, it may be difficult to interpret whether the null relationship 
between auditory and visual memory performance captures the true relationship between these 
variables or whether our measure of auditory memory is too unreliable to detect a correlation. 

We also tested whether memory performance for task-relevant and task-irrelevant stimuli 
was related within a session. A negative relationship between within-session memory 
performance would suggest a tradeoff between task-relevant and task-irrelevant stimuli, such that 
one may be prioritized at the expense of the other. However, within-session memory 
performance was not related when collapsing across perceptual modality (Spearman’s rho=.039, 
p=.503) and positively related when considering auditory and visual sessions separately 
(Auditory Spearman’s rho=.177, p=.040; Visual Spearman’s rho=.159, p=.039; Figure 4c), 
providing no evidence of a tradeoff between memory for task-relevant and task-irrelevant 
stimuli.  

Within sessions, avCPT performance was significantly correlated with memory 
performance for the task-relevant modality in both auditory (Spearman’s rho=.234, p=5.16*10-3) 
and visual sessions (Spearman’s rho=.326, p<.001), suggesting that better performers in the 
avCPT also showed higher recognition memory for task-relevant stimuli. Overall avCPT 
performance during the auditory session was positively correlated with recognition memory for 
task-irrelevant images (Spearman’s rho=.193, p=.025) but visual avCPT performance was not 
related to memory for task-irrelevant sounds (Spearman’s rho=.087, p=.257).  

 

 
Figure 4. (A) Memory performance was above chance for both relevant and irrelevant auditory 
and visual stimuli. (B) Within-subject memory performance was not significantly related 
between auditory and visual sessions. (C) Within-session memory for task-relevant and 
irrelevant stimuli was positively related within-modality. ***p<.001. 

Task-relevant and infrequent stimuli are best remembered  

 What factors influence whether a stimulus is remembered? For example, is memory 
performance higher in the second session, when participants might expect a subsequent 
recognition memory task? Are infrequent-category stimuli more salient and therefore better-
remembered? To test these questions, we next investigated memory performance for sounds and 
images presented during the avCPT. We constructed a comprehensive model that took into 
account session number, perceptual modality, task-relevance, and stimulus frequency. Further, 
we included RT predictors of sustained attentional state—pre-trial RT speed and variance—to 
determine whether attentional state predicted memory above and beyond these other variables. 
Finally, we included a random effect of subject. 



memory accuracy ~ session + perceptual modality + task-relevance + stimulus frequency + RT 
speed + RT variance + (1 | subject) 

We observed the expected selective attention effect, such that belonging to the task-
relevant modality was the strongest predictor of subsequent memory (Table 1). Stimuli from the 
infrequent category were better remembered than stimuli from the frequent category, showing 
evidence for the von Restorff effect, which predicts that unique stimuli will be remembered 
better than homogenous stimuli (Wallace, 1965). Stimuli presented in the first session were 
better remembered, suggesting that anticipation of a subsequent memory task did not improve 
memory performance. Images and stimuli preceded by slower RTs were also better recognized. 

 

Predictor Coefficient Standard error Significance 

Session number  
1 vs. 2 

.265 .027 < .001 *** 

Perceptual modality  
visual vs. auditory 

.083 .027 2.37*10-3 **  

Task relevance 
Task-relevant vs. task-irrelevant 

.481 .022 < .001 *** 

Stimulus frequency 
infrequent vs. frequent 

.205 .025 < .001 *** 

RT speed .033 .011 3.52*10-3 ** 

RT variance -.016 .011 .150 

Table 1. Fixed effects of trial-level recognition memory performance. ***p<.001, **p<.01. 
 
 
Behavioral correlates of sustained attention predict subsequently forgotten task-relevant images 

 We next tested whether measures of sustained attention predicted memory. For these 
analyses we focus on memory for infrequent, task-relevant stimuli, which have traditionally 
provided key assays of attention lapses (deBettencourt et al., 2018; Wakeland-Hart et al., 2022). 
We first tested whether lapses in sustained attention predict recognition memory by constructing 
linear models predicting memory from trial accuracy during the avCPT. Models were fit for 
auditory and visual sessions separately.  
 

memory accuracy ~ avCPT accuracy + (1 | subject) 
 
Performance during the avCPT significantly predicted recognition memory for both auditory 
(b=.094, SE=.039, p=.017) and visual (b=.168, SE=.036, p<.001) stimuli, suggesting sustained 
attention lapses predict the mnemonic fate of stimuli in both auditory and visual modalities. 



Next, we constructed linear models with predictors of pre-trial RT speed, RT variance, 
and their interaction to determine whether these indices of sustained attentional state uniquely 
predicted memory for individual stimuli. Models were constructed for visual and auditory 
sessions separately and included a random intercept for individual subjects. 
 

memory accuracy ~ RT speed * RT variance + (1 | subject) 
 
RT variance significantly predicted subsequent memory for infrequent, task-relevant images, 
suggesting that sustained attentional state during encoding affects memory for images (Table 2; 
Figure 5). However, we did not observe a significant relationship between RT speed and 
memory for infrequent, task-relevant images nor did RT measures predict memory for sounds. 
While RT measures predicted lapses in sustained attention, as well as memory in a larger model, 
RT speed and variability may be noisy measures of sustained attentional state itself and therefore 
may not capture the effect of attentional state on memory for infrequent, task-relevant images. 
However, we hypothesized that a more reliable measure of momentary attentional state may be 
memory itself. To investigate this, we next tested whether memory for a task-relevant stimulus 
predicted memory for its task-irrelevant pair which was presented in the same avCPT trial.  
 

Modality predictor Coefficient Standard Error Significance 

Auditory RT speed .019 .054 .718 

RT variance 4.44*10-3 .039 .909 

RT speed: RT variance 4.33*10-3 .034 .899 

Visual RT speed .065 .048 .176 

RT variance -.113 .038 2.66*10-3 ** 

RT speed: RT variance -.035 .030 .239 

Table 2. Fixed effects for sustained attention measures on recognition memory for infrequent 
task-relevant items from joint model. **p<.01. 



 

 
 
Figure 5. Fixed effects of RT speed (A) and variance (B) on recognition memory for task-
relevant stimuli from a mixed effects model. Model predictors were pre-trial RT, pre-trial RT 
variance, and their interaction, as well as a random intercept term for individual subjects. Less 
variable pre-trial RTs were related to better memory for images. Shaded areas reflect 95% 
confidence intervals. **p<.01. 
 
 
 
Memory for task-relevant stimuli predicts memory for paired task-irrelevant stimuli 

 Images and sounds in the avCPT were paired randomly and were therefore unrelated. In 
this context, does sustained attentional state enhance selective attention’s spotlight—increasing 
encoding for relevant stimuli and filtering irrelevant stimuli—or act more like a floodlight—
boosting processing for all information, even information outside of selective attention’s 
spotlight? To test this, we asked whether task-irrelevant stimuli presented with a successfully 
remembered stimulus were more or less likely to be remembered than those paired with forgotten 
stimuli. A “spotlight” model assuming target-distractor competition would predict that accurate 
memory for task-relevant stimulus would decrease the likelihood that its task-irrelevant pair 
would be remembered. A “floodlight” model, on the other hand, would predict that accurate 
memory for a relevant stimulus (presumably indicating a more engaged attentional state overall) 
would increase the likelihood that its irrelevant pair would be remembered.   

We tested whether the proportion of correctly remembered task-irrelevant stimuli differed 
depending on whether stimuli were presented alongside remembered or forgotten task-relevant 
stimuli. To maximize power, all stimulus pairs tested for memory—whether stimuli were 
frequent or infrequent—were used in this analysis. Proportions were calculated by dividing the 
number of remembered, task-irrelevant stimuli paired with remembered (or forgotten) task-
relevant stimuli by the total number of remembered (or forgotten) task-relevant stimuli. 
Individuals who did not correctly remember any task-relevant stimuli, for whom the denominator 



of this equation would equal zero, were excluded from this analysis. Figure 6a-b visualizes 
memory performance for task-irrelevant stimuli relative to memory for their task-relevant pairs. 
Task-irrelevant sounds that were paired with remembered, task-relevant images were more likely 
to be remembered (memory accuracy M=.281, SD=.209, 95% CI [.250, .313]) than those paired 
with forgotten images (memory accuracy M=.259, SD=.190, 95% CI [.231, .288]; t(172)=2.34, 
p=.021, Cohen’s d=.178). The relationship between the proportion of remembered task-irrelevant 
images paired with correctly recognized sounds (M=.218, SD=.194, 95% CI [.185, .250]) versus 
forgotten sounds (M=.202, SD=.191, 95% CI [.170, .234]) was similar but non-significant 
(t(139)=1.85, p=.066, Cohen’s d=.156). A mixed effects modeling approach revealed the same 
pattern: recognition memory for a relevant stimulus positively predicted memory for its paired, 
irrelevant stimulus (Auditory: b=.054, SE=.026, p=.041; Visual: b=.055, SE=.021, p=.011; 
Figure 6c-d). This suggests that correctly recognizing a task-relevant stimulus increases the 
likelihood of recognizing a paired but irrelevant stimulus presented at the same time, lending 
support for the floodlight hypothesis of sustained attention.  

  Perhaps this effect is driven by the attentional boost theory, which suggests that, during 
a target-detection task, the salience of a rare target detected among a stream of frequent stimuli 
boosts processing and memory for task-irrelevant stimuli presented with the target (Lin et al., 
2010; Swallow and Jiang, 2010). If this is the case, we would expect to observe high memory 
performance for task-irrelevant stimuli that were paired with infrequent, task-relevant stimuli in 
our data. To test this, we constructed mixed effects models testing whether the frequency of task-
relevant items predicted memory for task-irrelevant pairs. We found evidence for the attentional 
boost theory during visual sessions, such that task-irrelevant sounds paired with task-relevant, 
infrequent images were better remembered (b=.260, SE=.045, p<.001). However, we found no 
evidence of this effect for task-irrelevant images paired with task-relevant, infrequent sounds 
(b=3.36*10-4, SE=.056, p=.995). These results suggest that increased processing during 
infrequent, task-relevant trials may contribute to the floodlight effect of sustained attention 
during the visual session. However, the lack of this effect during auditory sessions suggests that 
the attentional boost theory does not fully explain the memory benefit for task-relevant and task-
irrelevant stimuli presented in engaged attentional states. Rather, the sustained attentional 
floodlight seems to fluctuate throughout the task, increasing processing for stimuli during 
periods of high sustained attention, regardless of task-relevance. 

 
 



 
Figure 6. In both visual (A) and auditory (B) conditions, more task-irrelevant stimuli paired with 
correctly recognized relevant stimuli were successfully recognized, relative to the proportion of 
stimuli paired with forgotten relevant stimuli that were successfully recognized. Percentages 
represent the percentage of task-irrelevant stimuli paired with remembered (green) or forgotten 
(gray) task-relevant stimuli. Memory for task-irrelevant sound (C) and task-irrelevant image (D) 
pairs was predicted by memory for task-relevant stimuli presented at the same time. Shaded 
areas reflect 95% confidence intervals. *p<.05. 
 
Discussion  
 

The current study investigated the consequences of fluctuations in sustained attention on 
the mnemonic fate of auditory and visual stimuli using the novel avCPT. Results support a 
perceptual modality-general mechanism of sustained attention indexed by behavioral RT 
measures. Further, rather than a tradeoff of attention to task-relevant vs. task-irrelevant stimuli, 
we find that better memory for a relevant image or sound predicts better memory for its 
simultaneously presented pair. These findings provide insight into the relationship between 
sustained attention and recognition memory across perceptual modalities.  

Despite the potential for distraction, online participants performed auditory and visual 
sessions of the avCPT successfully. Across modalities, we observed stable individual differences 
in both overall sustained attention performance and vigilance decrements over time, replicating 
previous work (Seli et al., 2011; Terashima et al., 2020). RT indices previously shown to predict 
lapses in visual sustained attention (deBettencourt et al., 2018; Esterman et al., 2013; Rosenberg 
et al., 2013; Wakeland-Hart et al., 2022) also predict lapses in auditory attention. Furthermore, 



these measures explain unique variance in lapses, suggesting they may index separable aspects of 
sustained attentional state. Our results add to accumulating evidence of a modality-general 
mechanism underlying sustained attention and validate the use of the avCPT for investigating 
auditory and visual attention.  

Memory was above chance for both visual and auditory stimuli, demonstrating that 
participants successfully encoded images and sounds when they were task-relevant and task-
irrelevant. Unsurprisingly, memory was better for task-relevant than task-irrelevant stimuli, 
providing evidence that selective attention leads to better memory for stimuli in the focus of 
attention. Memory was also better for images than for sounds, replicating previous work showing 
poor memory for sounds (Cohen et al., 2009). Infrequent-category stimuli were remembered 
better than frequent-category stimuli, in line with the von Restorff effect (Wallace, 1965), which 
predicts better memory for unique items. Finally, recognition memory was better for infrequent 
images encoded in engaged sustained attentional states, indexed by low RT variance. However, 
neither RT speed nor variance predicted memory for infrequent sounds, suggesting that RT 
measures may be noisy signatures of sustained attention. 

Unlike avCPT performance, memory performance was not significantly related across 
perceptual modalities. Individuals who remembered more images did not also remember more 
sounds. Importantly, individual differences analyses also revealed no evidence for a tradeoff 
between memory for task-relevant and task-irrelevant stimuli within a session. Better memory 
for task-relevant stimuli did not predict worse memory for task-irrelevant stimuli or vice versa. 
Thus, contrary to predictions of “spotlight” models of sustained attention, participants who 
perform well on the memory task for relevant stimuli do not appear to do so at the expense of 
task-irrelevant stimuli.  

To further investigate how moment-to-moment changes in sustained attentional state 
influence memory, we asked whether memory for a task-relevant stimulus predicted memory for 
its task-irrelevant pair. In both auditory and visual sessions, memory for the task-relevant 
stimulus predicted memory for the irrelevant stimulus presented at the same time. These findings 
provide additional support for the floodlight view of sustained attentional state, such that 
moments of higher task-relevant processing also enhance processing of task-irrelevant 
information. 

Given the pervasive metaphor of attention as a spotlight, this result may seem 
counterintuitive. It corresponds, however, with previous findings of increased—rather than 
decreased—processing of distractors during in-the-zone sustained attentional states (Esterman et 
al., 2014). In other words, good performance on a sustained attention task was characterized not 
by distractor filtering, but by a broad attentional state in which distractors were processed more. 
Results also align with observations of greater distractor processing during tasks with low 
perceptual load (Rees et al., 1997; Yi et al., 2004), consistent with the perceptual load hypothesis 
of distractor processing which predicts increased processing of task-irrelevant information due to 
spare attentional capacity in low load conditions. Increases in sustained attentional state may be 
analogous here to low perceptual load conditions, such that additional attentional capacity is 
available to process distractors. Further, results are congruent with the attentional boost effect, 
which proposes that salient moments boost processing of both task-relevant and irrelevant 
information (Lin et al., 2010; Swallow and Jiang, 2010). However, while this effect might 
suggest that infrequent stimuli drive moments of high attentional state and therefore fully explain 
the relationship between memory for relevant and irrelevant stimuli, we only saw evidence of 
this effect during visual sessions and not auditory sessions. Instead, moments of increased 



processing fluctuate throughout the task, both during salient, infrequent-category trials and 
repetitive frequent-category trials, shining the “floodlight” of sustained attention on stimuli 
regardless of task-relevance. 

Although the spotlight metaphor does not apply to sustained attention, it may remain 
appropriate for describing other forms of attention, such as selective spatial attention. The 
current findings underscore the fact that attention is not a single process (Chun et al., 2011; 
Amengual et al., 2022) and highlight the importance of disambiguating sustained attention from 
other attentional components. The floodlight metaphor may also not extend to tasks in which 
distractor stimuli directly compete with task-relevant goals. That is, in the avCPT, task-irrelevant 
stimuli were presented in a different perceptual modality and therefore were not in direct 
competition with task-relevant stimuli for the focus of attention. Further, long trial durations, 
chosen to allow for clear discrimination of sounds, may have allowed time for encoding of both 
task-relevant and task-irrelevant information during a single trial. If the task design were such 
that processing of irrelevant stimuli interfered with task goals, e.g., if relevant and irrelevant 
stimuli came from the same perceptual modality or if stimulus presentation time was shortened, 
we might expect a different pattern of results. For example, work by Decker et al. (2023) found 
evidence for increased distractor processing during attentional lapses when distractors competed 
with task-relevant stimuli. Further, the avCPT was intentionally designed to have low perceptual 
load to ensure that errors in category judgements are the result of lapses in sustained attention 
and not due to difficulty of category discrimination itself. Therefore, it is an open question 
whether the floodlight metaphor would apply in a more perceptually difficult task of sustained 
attention. Future work may seek to characterize the extent and limitations of the floodlight 
metaphor of sustained attention.  

Because this study is behavioral in nature, we use behavioral measures of attentional state 
and memory performance to investigate changes in stimulus processing throughout the sustained 
attention task. However, neural measures such as functional MRI would provide a more direct 
test of processing during the avCPT. Future fMRI work will investigate how processing of 
relevant and irrelevant stimuli changes as a function of sustained attentional state. 

Our current results challenge the notion that all forms of attention act as a spotlight, 
enhancing processing for only goal-relevant information. Instead, fluctuations in sustained 
attention led to similarly increased (or decreased) processing for all stimuli regardless of task-
relevance. Future work can interrogate the boundaries of the sustained attentional floodlight 
within and across perceptual modalities and contexts. Further, consequences of sustained 
attentional state may extend to other cognitive processes impacted by fluctuations in attention, 
such as learning. Fully characterizing the extent and effects of sustained attention’s floodlight 
may provide insight into processes involved in sustained attention and its interaction with other 
forms of attention and cognition. 
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Supplementary Materials 
 

 
 Auditory Visual 

Predictor Coefficient Standard 
Error 

Significance Coefficient Standard 
Error 

Significance 

RT speed .263 .047 <.001 *** .599 .047 <.001 *** 

RT 
variance 

-.173 .035 <.001 *** -.221 .037 <.001 *** 

RT 
speed:RT 
variance 

-.034 .030 .264 -.041 .028 .134 

Supplementary Table 1. Fixed effects of reaction time measures on sustained attention lapses 
during the CPT. Reaction time measures were calculated using only those trials with three 
presses for correct, frequent preceding trials.***p<.001, **p<.01, *p<.05 
 
 
 

 
Supplementary Figure 1. Hit and false alarm rates for task-relevant and task-irrelevant memory 
conditions. Gray dots represent individual subjects. 
 

 


